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Reliable data pipelines are the 
backbone of every data-driven 
organization—but building them to 
scale is easier said than done. From 
scheduling and versioning to 
deploying in production, it takes 
more than just writing scripts to 
create pipelines that are robust, 
maintainable, and ready for 
growth.
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Data is exploding and so are the tools to manage It
● Data generated in 2025: 181 ZB  

(29 TB/sec).*
● Big Data analytics market: $348B 

today, $924B by 2032.*
● Cloud analytics market: from $33B 

in 2023 to $147B by 2032.**
● AI infrastructure investment: 

$340B (2025) + $3T buildout. ***

* https://www.demandsage.com/big-data-statistics
** https://www.fortunebusinessinsights.com/cloud-analytics-market-102248
***https://www.barrons.com/articles/ai-spending-economy-microsoft-amazon-meta-alphabet-3e2e5fda

https://www.demandsage.com/big-data-statistics/?utm_source=chatgpt.com
https://www.fortunebusinessinsights.com/cloud-analytics-market-102248?utm_source=chatgpt.com
https://www.barrons.com/articles/ai-spending-economy-microsoft-amazon-meta-alphabet-3e2e5fda?utm_source=chatgpt.com


The applications is where you drive the value…

…but the data is actually 
more important
● As many as 87% of AI projects fail before 

production—poor data quality is a leading cause.*
● Data engineers spend, on average, 80% of their 

time fixing and maintaining data pipelines.**

*https://www.akaike.ai/resources/the-hidden-cost-of-poor-data-quality-why-your-ai-initiative-might-be-set-up-for-failure
**https://www.collibra.com/blog/the-7−most-common-data-quality-issues

https://www.akaike.ai/resources/the-hidden-cost-of-poor-data-quality-why-your-ai-initiative-might-be-set-up-for-failure?utm_source=chatgpt.com
https://www.collibra.com/blog/the-7-most-common-data-quality-issues?utm_source=chatgpt.com


Today

1. From raw data to reliable pipelines
2. Inside the data lakehouse
3. Live walk-through of a pipeline
4. Q&A



1. Data pipelines



Data pipelines

A data pipeline is a sequence of processes that move, transform, and prepare 
data so it can be used by applications, analytics, or machine learning models.

Source
table

Intermediate
table

SELECT … 
FROM…

Final
table

- ML models 
- Dashboards 
- AI applications

def process_data(source_table):

return df



Core elements of a data pipeline

Source
table

Intermediate
table

SELECT … 
FROM…

- ML models 
- Dashboards 
- AI applications

def process_data(source_table):

return df

Source: where data comes 
from (databases, APIs, 
logs, files).

Processing steps: cleaning, 
joining, enriching, aggregating…

Destination: where processed data 
ends up (data warehouses, feature 
stores, dashboards).

Final
table



Data pipelines are the circulatory system of your data 

● Move and transform data from where it’s generated to where it’s 
needed.

● Validate and standardize data so it’s accurate, consistent, and 
usable.

● Automate the flow so data is always available in the right form at 
the right time.

● Enable faster decisions and reliable applications by keeping data 
fresh and dependable.



Real world example: Dashboard for TGcom24 

Data lake
Raw data Dashboard

News channel and website 
👥 Web: 17M unique users per month
📺 TV: 12M viewers per week
⏳Refresh every 5 mins

Data pipelines
 Cleaning, aggregation and feature preparation 

running on schedule 

Application
Streaming tv 

service



Staging area
Clean standard tables

Landing area
Raw tables

Landing, staging, transform architecture

BI, Dashboards

Feature store

Machine 
Learning

Downstream 
applications

Transform Area
Marts and features

Sources
(APIs, Postgres, etc)



2. Data infrastructure



The data lakehouse

The scalability of a data lake + the 
management features of a warehouse
● Store data in open formats (Iceberg) on 

object storage.

● Supports multiple compute engines for 
different use cases.

BI / Analytics Machine Learning AI

SQL engines Python Spark

Processing Layer 
Multiple engines

Table Format 
Metadata Catalog

Object storage
(e.g. AWS S3)

Ingestion layer and data sources
(Postgres, APIs, custom connectors, etc)



BI / Analytics Machine Learning AI

SQL engines Python Spark

Processing Layer 
Multiple engines

Table Format 
Metadata Catalog

Object storage
(e.g. AWS S3)

Ingestion layer and data sources
(Postgres, APIs, custom connectors, etc)

Advantages

● Separation of storage and compute: store 
once, scale compute as needed.

● Unification, not silos: same data powers 
analytics, pipelines, ML models.

● Tables, not files: get ACID guarantees, versions 
and schema evolution.

● Open: use Iceberg to speak with all kinds of 
engines.



Still pipelines remain hard



Fragmentation across the stack
1. Runtime problems
● Environment drift.
● Scaling pain.
● Cold starts & resource contention.
● Debugging is painful. 

2. Storage and catalog problems
● Inconsistent state.
● Lack of data versioning.
● Schema drift.

3. Orchestration problems
● Waterfall errors.
● Over-engineered DAGs. 
● Coupling logic to orchestration





4:17:01 (!?!)



Easy tutorials and DIY

17 pages!!!



Today
Landing - Staging - Transform



Bauplan is a lakehouse platform for 
engineering teams who treat data like 
software.
一 No infrastructure
一 Just Python and SQL
一 Like Git for data
一 Built on Apache Iceberg



From Landing to Staging 

Import 
branch (S3)

Run quality 
tests

Tests 
passed

No Import 
branch for 

debug

Iceberg tables Iceberg tables

Iceberg tablesCSV files

Yes: 
Merge

Into main

Import 
data

Create 
Iceberg 

Tables

Staging 
Zone (S3)

Landing 
Zone (S3)



From Staging to Transform

Transform 
Branch (S3)

Iceberg tablesIceberg tables

Staging 
Zone (S3)

top_selling_products top_selling_suppliers

New 
table

Transform 
layer (S3)

Merge
into main

Write to S3
Read from S3

Main branch



● Version your data. Track changes to data, code, 
and config together for reproducibility.

● Isolate workloads. Develop and run changes in 
separate environments before merging to 
production.

● Test data quality. Validate schemas, values, and 
expectations before publishing.

● Minimize infrastructure. Fewer moving parts 
means lower cost, easier ops, and less to break.

Data pipelines done well




