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Four Pillars of AI Governance



ENSUREDEFINE ENABLE ADVANCE
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Mastercard has a history of AI 
governance

1

RESPONSIBLE AI AT 

MASTERCARD
Mastercard leads in Responsible AI through the work of the AI 
Governance program 

AI in fraud detection
AI has been used to detect 
fraudulent card use since the 
mid 2000s

Business automation
Centralized business processes 
automated with AI and computer 
vision

AI research
Mastercard Labs, Foundry, 
and AI Garage research AI  
+
Data & Tech Principles 
launched AI use cases

Expanded use cases for AI 
in our business, from Cyber, 
Marketing, HR. 

GenAI explosion
ChatGPT changes the 
landscape

2000s

2015

2018

2020

2022

Mastercard’s Data & Tech Responsibility Principles

Inclusion             Integrity     Innovation

Social impact              Security and privacy 

Accountability             Transparency and control

Our principles guide our AI 
work

2

Our promises to the 
individual 

3

1. You own 
it. 

2. You control 
it. 

3. You should benefit from the use 
of it.  

4. We protect it.  



©
20

23
 M

as
te

rc
ar

d.
 P

ro
pr

ie
ta

ry
 a

nd
 C

on
fid

en
tia

l

4

Mastercard’s AI Governance Program has grown since its origin in 2019 

2022
2 more hires 
(embedded
in business units).First hire

2019 2020
First AI Bias
assessment

2023

2024

Team centralized and 
continues to grow

2021

Program expansion: 
transparencyProgram expansion: 

efficacyAI governance 
framework created

AI 
Policy launch

Scorecard
launch 

Risk assessment 
automation



Mastercard's AI Governance Program is a robust program that operationalizes our principles
AI GOVERNANCE AT MASTERCARD
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Mastercard's AI Governance Program

At Mastercard, we have set up a robust AI Governance Program 
focused on 

Responsible AI. This program enables Mastercard to address and 
mitigate AI risks, ensuring that all AI systems (both built and bought), 
that are being used, developed, deployed, or offered by Mastercard are 
reliable, fair, and transparent across all applications. 

Mastercard's AI Governance Program is a robust program that operationalizes our principles
AI GOVERNANCE AT MASTERCARD

ENSURE
DEFINE

ENABLE
ADVANCE



We track and inventory all AI use. We report 
on AI trends and opportunities to senior 
leadership and strategy leaders

We escalate noncompliance and residual risk to 
enterprise risk management, enable regulatory 
disclosure and inform auditing

Our AI Governance framework 
structures risk management into a set of 
simple processes

We launched enterprise AI policy as a compliance and 
enablement program

We distribute guidance documentation and 
standards that help stakeholders understand how to 
comply1. Define 

• Establish policies, 
standards, and 
guidance

• Maintain oversight and 
inventory

• Facilitate ongoing 
dialogue and 
documentation
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FOUR PILLARS OF AI GOVERNANCE

From policy to quick reads, our program 
documentation helps organize and 
facilitate trustworthy AI across 
Mastercard.



We distributed a model monitoring API and 
implemented automated alerting to manage 
ongoing risk

Our team's experts worked with tech 
teams on a bias testing API 

Our team has developed a suite of evidence 
collection artifacts to assess risk 

AI Governance reviewers issue formal reports that 
contain guidance for product teams 

We establish regular review cadence for products 
based on risk factors and regulatory requirements.

• Our team has developed a suite of evidence 
collection artifacts to assess risk 

2. Ensure 

• Implement a scalable 
assessment framework 
throughout the AI lifecycle 

• Identify risks, implement 
controls, and monitor models

• Focus on efficacy, fairness, 
and transparency

2. Ensure 

• Implement a scalable 
assessment framework 
throughout the AI lifecycle 

• Identify risks, implement 
controls, and monitor models

• Focus on efficacy, fairness, 
and transparency
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A
I G

O
VE

R
N

A
N

C
E

Risk Assessment Control Verification Risk Monitoring

G
O

V 
PO

C
ES

SE
S

Verify risk controls have been effectively 
implemented and approve AI system for 

use

Continuous monitoring and assurance that AI 
systems are behaving as expected

Identify risks related to AI systems, and 
map risks to mitigating controls

Business & 
Data 

Understanding

Solution 
Design

Data Preparation 
& Model Build Evaluation Transition / 

Sandbox Deploymen
t

Ongoing 
Monitoring

Evaluation 
& 

Check-in

A
I  

LI
FE

C
YC

LE

CONTROLS APPROVAL

Privacy, Security, IP, Third Party Risks

Other AI Risk SourcesPA
R

TN
ER

 
TE

A
M

S

Efficacy
Ensuring that solutions perform with respect to business expectations and meet business needs.

Fairness
Ensuring that solutions do not treat populations differently for discriminatory or other improper reasons.

Transparency
Ensuring that solutions and their decisions are sufficiently well-explained to customers or consumers.

FOUR PILLARS OF AI GOVERNANCE



We created many ways to access information, 
including video content, Quick Reads and 
established regular office hours

We created role-based training programs and 
general knowledge sharing

We have collaboratively pursued 
co-development partnerships teams across the 
company

Working with others, we developed new tools, 
methods, and processes to make governance 
easier. 

3. Enable 

• Make things easier for our 
stakeholders

• Provide training and resources 
on RAI 

• Collaborate continuously with 
partners on research, 
development, and tools
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Mastercard’s Bias Testing API helps make bias testing and mitigation easy

Model owner 
submits re-testing 

results at a cadence 
determined within the 

model design  
questionnaire. 

Risk Monitoring

Model owner submits 
model design 

questionnaire and 
includes bias testing 

results for AI 
Governance review

Control Verification

Scorecard/ Risk 
Assessment determine 
if the use case needs 

bias testing. 

Risk Assessment

Model owner 
submits model 

results to the Bias 
testing API and 

receives bias testing 
results after 24h.

When required, 
Model team 

performs bias 
mitigation

AI Governance partnered with internal development teams to create a Bias testing API, so teams can test their models often. 
The stages for testing and mitigating bias in Mastercard’s AI solutions are:

Readiness
Ensure teams are ready 
to test products that 
require testing, 
by establishing
• data 
• metrics and 

thresholds 
• suitable conceptual 

definitions 

Assurance
Review all products for 
fairness risks, by:
• identify products that 

require testing
• track products' tests
• report when teams don't 

test as required 

Enablement
Support teams in 
testing, to increase the 
rate at which teams 
comply with test 
requirements.  This 
includes providing 
them with tools, and 
guidance.

1 2 3

ENABLE RAI
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Our team develops research, white papers, and 
thought leadership on RAI, both internally and with 
external research partners

Mastercard works on broad policy and 
regulatory support – public comments, policy 
meetings, and global events in RAI

We chair a centralized RAI communications 
working group that aligns messaging across 
Mastercard

We standardized model documentation to 
bolster transparency and trust with customers

Our model cards are based on industry best 
practice & provide an external source of model 
information4. Advance

• Promote research to solve 
tractable problems 

• Partner with internal and 
external thought leaders 

• Engage with policy, academia, 
and civil society 
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CONTINUED ENABLEMENT Moving from Recommendations to Assurance: Enabling AI while 
minimizing risks

• Open Source 
development

• Small and medium 
model performance 
with less features

• Market changes and 
vendor consolidation

• Emerging regulation

• Supply chain management

• 3rd party risk management

• Business value alignment

• Moving away from point 
solutions toward enterprise 
strategy

INTERNAL EXTERNAL
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Development Partnerships
Creating tools for data scientists

Research Partnerships
Creating new techniques and data

Risk Partners
Creating and improving risk 
management

Internal • Partners in implementing bias 
testing, model monitoring 
and bias mitigation 
methodologies. 

• Partners in developing tooling 
for evidence collection and 
evaluation of AI and GenAI 
systems.

• Partners in developing and 
extending bias testing datasets 
to global scope.

• Partners in research and 
development into new AI fairness 
and transparency techniques.

• Privacy & Data Protection
• Corporate Security
• Legal
• Enterprise Risk Management

Externa
l

Mastercard’s AI Governance team succeeds by fostering internal and external partnerships
EXTERNAL ENGAGEMENTS AND R&D


